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Abstract

Natural Language Processing (NLP) as a research field has gained an increasing popu-
larity for the last few decades, evident by the ever-increasing number of publications
related to NLP. The rapid developments in NLP research pose a problem to its re-
searchers. Notably, someone without prior knowledge faces a barrier to an unknown
research field. While there are numerous tools enable exploratory search of scien-
tific literature in NLP, none has directly communicated the pain point of this rapidly
expanding research field.

To tackle this, we proposed the development of an exploratory search system for
scholarly entities in Natural Language Processing. The development followed the user-
centric design framework, putting usability and user experience as primary objectives.
Our proposed solution includes a frontend, search engine, a graph database, and
a vector database to enable exploratory search. This solution emphasizes on the
importance of graph connections of entities and a semantic powered search engine. The
development is divided to two iterations, both characterized by the user evaluation at
the end of its phase.
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Kurzfassung

Das Forschungsgebiet des Natural Language Processing (NLP) hat in den letzten
Jahrzehnten zunehmend an Popularitit gewonnen, wie durch die kontinuierlich
steigende Anzahl von NLP-bezogenen Verotffentlichungen deutlich wird. Die rasche
Entwicklung in der NLP-Forschung stellt fiir Wissenschaftler eine Herausforderung dar,
insbesondere fiir diejenigen ohne Vorkenntnisse in diesem speziellen Forschungsfeld.
Es gibt zwar viele Tools, die die explorative Suche in der wissenschaftlichen Literatur
im Bereich NLP ermoglichen, aber keines hat bisher die rasanten Entwicklungen in
diesem Feld direkt adressiert.

Um dieses Problem anzugehen, haben wir die Entwicklung eines explorativen
Suchsystems fiir wissenschaftliche Entitdten im Bereich Natural Language Processing
vorgeschlagen. Diese Entwicklung folgte dem benutzerzentrierten Designansatz, bei
dem Benutzerfreundlichkeit und die Erfahrung der Nutzer als Hauptziele gesetzt wur-
den. Unsere vorgeschlagene Losung beinhaltet ein Frontend, eine Suchmaschine, eine
Graphdatenbank und eine Vektordatenbank, um eine explorative Suche zu ermoglichen.
Besonders betonen wir die Bedeutung von Verbindungen zwischen Entitdten in Form
von Graphen und die Nutzung einer semantisch gestiitzten Suchmaschine. Die En-
twicklung erfolgte in zwei Iterationen, wobei jede Phase durch eine Bewertung der
Nutzer am Ende der Phase gekennzeichnet war.
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1 Introduction

1.1 Motivation

Natural Language Processing (NLP) is a subset of computer science concerned with the
computational analysis or synthesis of natural language. NLP as a research field has
gained even more popularity since the adoption of pre-trained language models. The
popularity is evident from the ever-increasing number of publications related to NLP.

Additionally, the number of fields of study within the NLP domain has grown. The
rapid developments in NLP research pose a problem to its researchers. Professional
researchers can face difficulty keeping up with state-of-the-art papers, whereas getting
into a new research subfield of NLP is more challenging due to the sheer amount of
existing publications.
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Figure 1.1: Number of NLP papers in ACL Anthology from [SAM23].

Numerous tools enable the exploration and search of scientific literature in NLP.
Because these tools complement each other and a researcher has to manage multiple si-
multaneously, their research workflow is considerably complicated. This fragmentation
of functions can also hinder the researcher’s ability to recognize connections between
different publications. The added complexity consumes valuable time and may result
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in overlooking critical insights and trends within the NLP domain. Furthermore, the
existing tools are general scientific platforms that have existed for years with minimum
changes, lacking features specific to NLP and its fast-paced, wide-ranging nature.

This thesis is part of the research project Natural Language Processing Knowledge Graph
(NLP-KG) [Schb] conducted at the Software Engineering for Business Information
Systems chair at Technical University of Munich (TUM). The thesis serves as a proof of
concept and user interface to the data set.

1.2 Proposed Solution

To tackle the problems mentioned above head-on, we propose a User-Centric Design
(UCD) of an exploratory search system for scholarly entities in NLP. This approach
aims to identify users’ problems and iteratively develop a solution that brings real
value to the users and satisfies their immediate needs. More specifically, the solution
is a web application that combines multiple modern technologies such as static site
generation for the frontend, semantic search for the search engine, and graph database
for exploration. Such technologies aim to enable a performant web interface and
relevant search results.

This customized solution intends to streamline the exploratory search process and
address the unique needs of NLP researchers. Our web app should filter and present
information specific to its use more effectively while highlighting the connections
between entities such as publications, fields of study, venues, and researchers. By
providing an integrated platform, we strive to enhance the research process of the
ever-evolving landscape of NLP research.

1.3 Research Questions

Our study aims to design and develop a web application tailored to the needs of NLP
researchers. This effort is aimed at addressing the distinctive challenges faced by NLP
researchers. The research questions related to these objectives are presented as follows:

RQ1 What are the existing approaches of researchers to search, explore, and keep up with the
NLP research?

Identifying the methodologies used by NLP researchers in literature research
involves examining current approach’s pain points. These issues are planned
to be addressed through our proposed solution that strives for incremental
improvements over existing methods.
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RQ2

RQ3

RQ4

How can we curate and present information in a web application to support user-friendly
search and exploration of scholarly entities in NLP?

The users’ primary requirement on the application involves identifying and
extracting relevant information, such as publications. It should enable users to
efficiently navigate the web application and access all the integrated features.
Therefore, it is essential to determine the most effective way to present this
information without introducing unnecessary complexities.

What approaches can we use to achieve a performant semantic search and exploration of
relevant scholarly entities in Natural Language Processing?

Performance plays a substantial role in enhancing the user experience within an
exploratory search system. This study aims to integrate state-of-the-art approaches
in semantic search and web application engineering, providing our users with a
tool for accurate and performant literature research in the NLP domain.

How can we systematically evaluate the usefulness of our proposed approach to our target
users?

In a user-centric development approach, users play a crucial role in influencing
and guiding changes within the product. Thus, user experience and usability
evaluation analyses are imperative in each iteration. Questions will be designed
to gather pain points, pinpoint potential areas for improvement, and achieve an
evaluation of our web application.




2 Theoretical Foundations

This study is grounded in two relevant theories — User-Centric Design (UCD) and
Semantic Search. We will delve into these concepts to provide a clear context and
establish their significance within the study. Our user-centric development of an
exploratory search system calls for a robust theoretical foundation as a guide. In this
chapter, we will explore the theories that support each implementation phase.

2.1 User-Centric Design

User-centric design is an iterative design framework focusing on the user’s experience
at each stage of the design process. The widespread recognition of this framework can
mainly be attributed to the books ‘User Centered System Design: New Perspectives on
Human-Computer Interaction” [ND86] and “The Design of Everyday Things” [Nor02].
Despite the name design, user-centric design does not mean it is limited to graphical
design processes. Instead, UCD implies that the whole process is centered around the
user. The users drive the design, development, and evaluation of the project.

Evaluate
against
requirements

Understand Specify user Design
context of use requirements Solutions

Figure 2.1: The iterative process of UCD.

Figure 2.1 shows the general workflow of User-Centric Design. Each iteration of the
UCD approach involves four distinct phases:
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1. Specify the context of use: Identify the people who will use the product, what
they will use it for, and under what conditions they will use it.

2. Specify requirements: Identify any business requirements or user goals that must
be met for the product to be successful.

3. Create design solutions: This part of the process may be done in stages, building
from a rough concept to a complete design.

4. Evaluate designs: Evaluation — ideally through usability testing with actual users
— is as integral to good software development as quality testing.

The four processes are conducted iteratively until the evaluation results align with
the specific context of users and meet their relevant needs. UCD focuses on addressing
the overall user experience through conscious attention to users.

In an ideal scenario, a UCD-oriented development involves people from multiple
disciplines, domain experts, stakeholders, and users. Furthermore, it is crucial to
maintain long-term usage monitoring to gather data for ongoing enhancements in user
experience.

2.2 Semantic Search

Semantic search is a search technique that focuses on understanding the meaning of
the words and context in a query to provide more relevant search results. It is an
alternative to the traditional keyword-based search, which relies primarily on matching
specific words. The difference lies in how both approaches attempt to find relevant
results. This difference gives semantic search advantages over keyword-based search in
certain use cases.

In semantic search, the exact wording becomes less relevant. For instance, consider
the search query “Best ice cream in Munich”. Traditional syntactic search algorithms
may prioritize a result like “Best Schnitzel in Munich” over “Munich’s most delicious
ice-creams”. This preference can be attributed to the syntactic similarities: "Best", "in",
and "Munich". In contrast, semantic search recognizes the similarities between words
and that “Best ice-cream in Munich” is more closely related in meaning to “Munich’s
most delicious ice-creams” than to “Best Schnitzel in Munich”. The semantic capability
is crucial for modern search engines because there is often a discrepancy between the
query’s wording and the results” wording.
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2.2.1 Embedding: The numerical representation

In order to understand the meaning of a word, these words have to be translated into
a language that computers understand: numbers. This numerical representation of
natural language is called semantic embedding. This embedding takes the shape of
vectors of real numbers that encode meaningful semantic information.

2.2.2 Pre-trained Language Models

A pre-trained language model is a deep learning model previously trained on a large
corpus of text data. Language models are designed to tackle complex tasks in NLP,
such as language translation. Semantic search requires a language model that generates
semantic embeddings from publications to find the most similar publication to the
search query.

2.2.3 Similarity Search

So far, we have learned about semantic search, how a text is represented, and how to
generate them. Now, we discuss how to determine the similarity of two embedded
texts.

Distance Metrics

There are multiple measures to determine how similar two embeddings are. As
previously mentioned in subsection 2.2.1, the embeddings have the form of vectors.
Both terms will be used interchangeably in this subsection. In this thesis, we use
Cosine Similarity to determine the vector similarity. As the name implies, cosine
similarity uses a cosine function to measure the angle between two vectors projected in
a multidimensional space.

Cosine Similarity between two vectors A and B is calculated as:

_— A-B " A;B;
Cosine Similarity(A, B) = — =T L1 4B

IANIBI . /yn a2, /yn B2

Cosine Similarity has a value bound by a constrained range of 0 and 1. This range
can then determine how similar two natural language texts are, given their embeddings
in the form of vectors. A Cosine Similarity of 1 implies that two texts are exactly alike.
A cosine Similarity of 0 would conclude that there are no similarities between the two
texts.
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Cosine Similarity is advantageous to other distance measures in the context of
semantic search because of its properties. Cosine similarity measures how similar two
texts are, irrespective of their size. Two similar documents with varying lengths will
still have a smaller angle between them. The smaller the angle, the higher the similarity.




3 Related Works

No research was found at the intersection of exploratory search systems, user-centric
design, and natural language processing research. This thesis aims to fill this gap and
explore the application of user-centric design to tackle the problem mentioned earlier in
natural language processing research. To achieve our scientific goals, we systematically
identified and analyzed existing freely accessible research solutions.

* Google Scholar is an academic search engine that indexes scholarly literature
online. The developers leveraged a web crawler to identify papers for inclusion
in the search results. Google Scholar includes academic journals and books,
conference papers, thesis and dissertations, preprints, abstracts, technical reports,
and other forms of scholarly literature, including court opinions and patents.
Although the index has more than 300 million documents [Gus19], it is important
to note that many of these documents suffer from inaccuracies in their metadata
[Jac10]. Furthermore, this index includes freely accessible open-access materials
and documents locked behind a paywall.

¢ Semantic Scholar is a search engine for scientific literature developed at the Allen
Institute for AI (AllenAl)—the tool leveraged machine learning techniques to
improve the search process for scholarly papers. Semantic Scholar’s scope was
initially limited to papers in computer science [Jon15]. However, the database
has since expanded to encompass over 200 million publications spanning various
science disciplines [Mat21]. The developers included paper summaries and an
adaptive research recommendation system. Additionally, it offers easy access to
graphs and data extracted from the papers while emphasizing connections and
relationships between publications using graph structures. Unlike Google Scholar,
Semantic Scholar only includes free open-access papers.

¢ DBLP is a public computer science bibliography database founded at the com-
puter science department of the University of Trier and currently managed by
Schloss Dagstuhl — Leibniz Center for Informatics [DBLb]. DBLP originally stood
for Database Systems and Logic Programming but has been taken to stand for Dig-
ital Bibliography and Library Project. The database provides open bibliographic
information on major computer science journals and proceedings, counting over
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six million. To update its database, it mainly seeks to obtain the data from the
major publisher directly [DBLa]. The team behind DBLP mainly focuses on the
quality of the metadata database, resulting in a lower database count and poor
search features on the website.

¢ Papers with Code is an open online database for Machine Learning papers, code,
datasets, methods, and benchmarks [Pap]. The core Papers with Code is based
on Meta Al Research. The data is annotated manually by the community or
the team. Its key advantage is its task classification of the Machine Learning
domain. Each task has a list of papers, codes, benchmarks, and datasets, making
it super convenient for Machine Learning engineers to browse the state-of-the-art
approaches in Machine Learning.

* Connected Papers is an exploration tool for scientific papers. The tool is unique
in that it visualizes the graph connections between papers. The graph is arranged
according to the similarity score of the papers. The similarity score considers two
papers similar if they have highly overlapping citations and references [Con]. This
website is used for getting a visual overview of a new academic field, highlighting
relevant papers, and creating the bibliography for theses.

It is important to note that the list presented here is not exhaustive but rather a curated
selection of the most widely recognized tools. These tools serve different purposes in
literature research: search tool (Google Scholar and Semantic Scholar), bibliographic
database (DBLP), graph exploration tool (connected papers), and community-driven
code, papers, and benchmark database (Papers with code). These tools complement
one another by offering distinct functionalities.

Our initial analysis affirms the hypothesis that a considerable fragmentation of tools
exists within the NLP domain. This fragmentation presents challenges in understanding
the connections and trends in the field.

In the following, we will discuss further solutions: Google Scholar and Semantic
Scholar. These tools enjoy widespread recognition and are comparable to our proposed
exploratory search system.

Google Scholar’s primary strength lies in its extensive repository of scientific litera-
ture, coupled with its integration into mainstream Google Search results. Nevertheless,
Google Scholar’s search functionality relies on keyword-based search and cannot cap-
ture the nuance of a search query. Furthermore, its advanced search capabilities are
limited to rule-based syntactic search and date filtering.

Semantic Scholar, on the other hand, distinguishes itself through its machine-learning-
powered features. It offers a semantic search feature, generates paper summaries, and
extracts essential elements from the PDF-format paper, such as figures, data, tables,




3 Related Works

and citations. While navigation is possible between certain entities like citation graphs
and researchers, Semantic Scholar does not extract information such as fields of study
and venues from papers, limiting the navigation to two entities.

This preliminary survey of related tools gives us a first insight into the current status
of tools for literature research. Notably, Google Scholar and Semantic Scholar each
possess unique strengths and limitations. Our thesis aims to tackle the limitations of
existing tools, improving exploratory search for scholarly entities in NLP.

10
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We previously presented our primary objective of enhancing the exploratory search
process for NLP researchers. We proposed a web-based solution to facilitate a more
streamlined exploratory search, emphasizing users significantly during its development.
The research questions discussed in chapter 1 provide a structure for us to pursue this
goal.

The research questions reflect the iterative process of User-Centric Design. First, we
need to understand the specific challenges NLP researchers face and understand what
they truly need (RQ1). Subsequently, we developed a web application to address these
challenges. Our development process encompasses frontend (RQ2) and search engine
(RQ3) perspectives. The solution is subject to systemic evaluation by actual users (RQ4),
from which evaluation will be handled in the next iteration.

The user-centric design framework outlines our development approach, ensuring
that user experience remains the focus of each development phase. In the following
sections, we will elaborate on the concrete steps undertaken to realize the user-centric
development of our exploratory search system for scholarly entities in the Natural
Language Processing domain.

4.1 User Research

Our proposed exploratory search system should target various search and exploration
processes of scholarly entities in NLP. Therefore, it aspires to serve any individuals
engaged in NLP Research, regardless of their level of expertise or affiliations with
for-profit enterprises, public institutions, or academic establishments. The intended
user ranges from students researching sub-fields of NLP for their master’s theses to
industry professionals seeking to stay updated with the latest advancements in the
field.

4.1.1 Initial user interviews

To identify the typical research workflow of NLP researchers, verify our initial hypothe-
ses, and discover the pain point of existing NLP research tools, we interviewed two
early-career NLP researchers currently active at TUM.

11
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We purposefully selected early-career researchers for our interviews. As early-career
researchers, they need to constantly learn about new domains, making them frequent
users of exploratory search systems. Additionally, they are not entrenched in the
current workflow and tools and are open to new ideas and tools.

While our sample size is small, it was intentionally chosen to allow for more in-depth
discussions with the interviewees. We believe that the insights gained from these
interviews can be valuable, even though the sample size is not representative of the full
range of users we target.

The interview questions can be divided into three sections:

1. Investigation of exploratory search workflow: This section explored the inter-
viewees’ research workflow concerning searching for and exploring scientific

papers.

2. Pain points in NLP researchers” workflow: Six statements about possible problems
in NLP research workflow were posed as questions with a Likert scale response,
ranging from 1 (strongly disagree) to 5 (strongly agree).

3. Possible solution: This section discussed a possible solution to the pain points
identified in the previous two sections.

4.1.2 Crafting User Personas

Persona is a fictional representation of a target user based on real-world data. It
describes the user’s demographics, psychographics, and motivation [Blo02]. Illustrating
the characteristics of a few fictional figures can provide a holistic understanding of
the target audience. Demographics such as age and occupation reveal users” basic
behaviors, while psychographics such as interest and values delve deeper and provide
a more nuanced understanding of the users. Furthermore, empathy toward users’
motivation guides us to align the application with users’ desires and aspirations for a
better user experience.
We created two user personas as follows:

* Persona 1: Wesley, Master’s Student
— Name: Wesley Christiansen
— Age: 28
— Occupation: PhD student
— Research Interest: Explainable Large Language Model

- Years of Experience: 3

12
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Location: Aarhus, Denmark

Background: Wesley started pursuing a Ph.D. program at Aarhus University
two years ago, where he wants to invent a novel approach to the Explainable
Large Language Model field, his research focus. He gained interest in NLP
early in his master’s program. So, he worked as an assistant researcher in
the NLP research group of his university before deciding to start his Ph.D.
program.

Problems: Wesley faces challenges in locating relevant and significant papers
and gaining a comprehensive understanding of emerging research areas due
to the rapidly evolving nature of explainability and Large Language Models.
As a Ph.D. candidate, he finds it hard to find time to sort, filter, and read the
relevant papers from the ever-expanding literature.

Motivation: Wesley wants to contribute to top journals and help develop
innovative approaches. In order to achieve this, he needs another way to
filter publications more effectively and recognize which papers are most
relevant to read.

¢ Persona 2: Emily, Machine Learning professor

Name: Emily Lee

Age: 53

Occupation: Professor

Research Interest: Newest advancements in NLP
Years of Experience: 20

Location: New Jersey, United States of America

Background: Emily has been teaching at a university in New Jersey for five
years. Though not actively researching and developing new techniques, she
wants to stay updated with the latest advancements in applied Machine
Learning, including NLP.

Problems: She does not have much free time as a professor. With the vast
amount of NLP publications released each year, she finds it hard to prioritize
which publications to read first. Additionally, Emily is often overwhelmed
with new research areas in NLP. Because the research areas under NLP are
dynamic, Emily has to spend many hours to get an overview of a research
subfield of NLP.

Motivation: Emily wants a way to get a quick overview of new research fields
she is interested in. She wants to explore recent publications more efficiently

13
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by seeing how things are related. She wants a more holistic understanding
of a research paper and its area.

In conclusion, a persona can help developers understand and empathize with their
users and create web applications that meet users” needs. Personas are essential for
user-centric design at every stage, from ideation to evaluation, to help ensure the
application is user-friendly and successful.

4.1.3 User-Centered Evaluation and Requirements Elicitation

The iterative development process incorporates user feedback as a fundamental compo-
nent. Following each development cycle is a methodical evaluation centered around the
users’ perspectives. This user evaluation aims to assess the system’s usability, identify
possible pain points, and gather more requirements for the next iteration. To facilitate
this, we employ the System Usability Scale for usability testing, followed by open
discussion.

This study incorporates two user evaluation rounds for the two iterations, later
outlined in Chapter 5. These rounds consist of three and five participants, respectively.
Of these participants, five are master’s students from TUM who have used search
engines to find NLP publications, and three are Ph.D. candidates from TUM with a
research focus on NLP. The number of participants follows the guide as described by
Nielsen et al. (May 1994).

The System Usability Scale (SUS) is an easy method for assessing system usability. It
comprises ten items that offer a global view of subjective usability assessments [Bro96].
SUS measures usability through Likert scale questionnaires that give respondents five
response options, ranging from Strongly Agree to Strongly Disagree. The System
Usability Scale is employed after the respondents use the system but before any
debriefing or discussion takes place. The respondents should answer the questions
immediately rather than thinking about items for a long time.

The System Usability Scale measures different aspects of the system, such as effec-
tiveness (i.e., the ability of users to successfully achieve their objectives), efficiency (the
effort and resources expended in achieving said objectives), and satisfaction (reflecting
the overall user experience). This approach facilitates a systematic and reliable means
of obtaining a high-level understanding of a system’s usability status. Ultimately, the
System Usability Scale supports the evaluation and improvement of the system from
the users’ perspectives.

14
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4.2 Prototyping

Prototyping is the starting point of the actual implementation. Prototypes are a tool
to test and validate a vision concretely through preliminary user feedback. Contrary
to the recommendations made by Walker et al. (Sept. 2002), we opted to develop a
medium-to-high fidelity prototype for several reasons. Our decision was informed by a
study that argued that there was no significant difference in usability testing outcomes
between low and high-fidelity prototypes.

While low-fidelity prototypes offer the advantage of facilitating faster iteration during
the initial phase of development, we, however, decided to proceed with creating a
high-fidelity prototype. This decision can be attributed to the time constraints, limiting
the possibility of any iteration at the prototyping.

The prototyping and design process was conducted using the Figma platform, and
the result was used for an early user evaluation and the anticipated web application
implementation.

4.3 Dataset

As part of the "Natural Language Processing Knowledge Graph" research project,
the application leverages an existing dataset sourced from open-access archives with
scientific literature related to Natural Language Processing [Schb]. These archives
include arXiv [Arx], Semantic Scholar [Scha], and ACL Anthology [Ant].

A previous related study by Schopf, Arabi, and Matthes (2023) extracted a taxonomy
of the research fields that are part of the NLP domain. Additional entities and relations
have been extracted since then and stored in a graph database.

By the time of this thesis’s publication, this database encompassed the following four
primary entity types:

¢ Publication represents the category of all instances of NLP publications identified
within the dataset. These publications include conference papers, journal papers,
workshop papers, demonstrations, evaluation papers, theses, and dissertations.
We must note that we do not differentiate these publications based on their
sources; however, each publication may possess optional attributes from the
sources.

¢ FieldOfStudy represents the category of various research fields within the domain
of NLP. These fields of study have been established according to the taxonomy of
research domains by Schopf et al. (2023).

15
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* Researcher represents the category of authors and researchers found in the data
source who have written at least one publication in the field of NLP.

* Venue represents the category of various entities such as journals, organizations,
magazines, or institutions that serve as hosts or publishers for Publications within
the domain of NLP.

REFERENCES [ 0..*

Publication
FieldOfStudy id: int
id: int doi:string
label: string publicationTitle: string
SUPERFIELD_OF synonyms: List<string> HAS_FIELD_OF_STUDY publicationAbstract:string
level: List<int> 0.r tldr: string
embedding: List<double> authorList: List<string>
description: string publishedIn: string EEFERENCED—BY
numberOfPublications: int publicationDate: Date 0.*
SUBFIELD_OF |0..* embedding: List<double> Venue
authorldList: List<string> id: int
Researcher background: string PUBLISHED_AT | name: string
id: int HAS_AUTHOR IS_AUTHOR_OF | OPiective: string 0.1 | abbreviation: string
label: string 1. 1. methods: string numberOfPublications: int
firstName:string results: string hindex: int
middleName: string conclusions: string publicationYears: List <int>

lastName: string

numberOfPublications: int %7 %7
hindex: int
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Figure 4.1: Entity Relationship Diagram of our graph dataset

4.4 Software Engineering

The user experience is a central piece of this study. This goal requires thorough
planning in the engineering of our application. Our application is made of four integral
components: the frontend, the search engine, the graph database, and the vector
database. Figure 4.2 depicts the relations between each component.

There are two main design goals for the applications:
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Graph database Vector Database
Neo4j Weaviate
Y
Frontend Search Engine
NextJs Python with fastapi

User

Figure 4.2: The software architecture of our web application

¢ Separation of Concerns is an essential principle for building any application. It
promotes modularity, maintainability, and scalability in software development.
Hence, we divide the application into the four previously mentioned components
with different functions. This division enables better development, testing, and
maintenance.

When any parts of the application need to handle more workload, they can be
scaled independently for performance improvements. Furthermore, the separa-
tion of concerns supports greater flexibility and adaptability because individual
components can be replaced without affecting the entire application.

* Performance refers to the overall application speed. This goal depends on the
efficiency of each component and the speed at which the components commu-
nicate with one another. For user experience, we aim to improve runtime speed
at the cost of build time and greater memory and disk usage. The trade-off can
be achieved by executing resource-hungry computations in advance. While opti-
mization is not the main goal of this thesis, we aim to keep a high performance
to improve user experience.

4.4.1 Frontend Development (Next.js)

Frontend is the part of an application that provides the user interface. Thus, developing
the frontend component is important and requires extensive attention. The selection
of frontend technology is influenced by three key factors: design considerations,
development speed, and performance metrics.

Styling is a big part of frontend development, and there are many frameworks to
choose from. We utilize Tailwind CSS as our main styling method for its utility CSS
classes. These classes correspond to a CSS style, which can be used to style an HTML
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component quickly [CSS]. However, styling a component typically requires multiple
classes, slowing the initial development. So, we use component classes from DaisyUI
for the earlier stage of development [UI]. The DaisyUI component classes will mostly
be replaced with pure Tailwind CSS classes for more customization.

An equally important decision was the selection of a Ul framework, library, or
paradigm. Our application relies on Next.js, a meta-framework for React. React itself
is a simple JavaScript library for building interactive user interfaces [Rea]. It offers
useful functions that improve development efficiency and experience compared to raw
JavaScript. React lets programmers put components together, but it does not prescribe
how to do routing and data fetching. This is where Next.js comes in. Next.js handles the
tooling and configuration needed for React and provides additional structure, features,
and optimization for the application [Nex].

Next.js supports static site generation, permitting the retrieval of data and the con-
struction of web pages during the build phase instead of runtime execution. Static Site
Generation mitigates database access requirements for certain pages while delivering
accelerated page rendering. This does come with a trade-off involving memory con-
sumption for storing static sites/pages and a longer build-time duration. However, this
trade-off justifies the enhanced user experience resulting from swifter page loading.

Besides its simplicity and robust framework, our decision for Next.js and React was
based on two other factors: familiarity and static side generation feature. Our familiarity
with React supports smoother and faster development. Furthermore, Next.js supports
static site generation, which fetches data and builds web pages at build-time instead of
runtime. Static Site Generation lowers page render time and reduces database access
for some pages, with the trade-off of memory needed to contain these static sites/pages
and longer build-time. A faster page load would enable a better user experience, so we
took on this trade-off.

In addition to React, Next.js, Tailwind CSS, and DaisyUlI, our development stack
incorporates TypeScript and tRPC. TypeScript enables type safety for JavaScript [Typ],
while tRPC is an API library that enables typesafe procedure calls between Next.js’
server and client component [tRP]. These additions facilitate better developer experience
and faster development.

4.4.2 Databases (Neo4j and Weaviate)

Our application implements two distinct databases, namely Neo4j and Weaviate, each
serving different roles within the system architecture.

Neo4j is the primary repository for our graph data and manages our dataset. The
frontend component interacts with this database during the build-time and runtime
phases. During build-time, neo4j allows the frontend component to generate static
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pages of every entity, while in the runtime, neo4j completes the search and exploration
feature. The decision for the database owes to the fact that neo4j is an established
industry standard for graph databases.

On the other hand, Weaviate functions as a vector database. It contains the embed-
dings of all publications and some relevant metadata. Embeddings and metadata of the
publications are required for a hybrid search, combining semantic and keyword-based
searches. Weaviate supports two indices: The approximate nearest neighbor(ANN)
index for semantic search and the inverted index for keyword-based search [Wea].
Hybrid search combines both search indices to enhance search result precision and
relevance. Notably, Weaviate uses the Hierarchical Navigable Small World algorithm
[MY16] for ANN indexing and BM25 [RZ09] for keyword-based search. Its speed and
search accuracy supports the decision for Weaviate.

4.4.3 Search Engine (Python)

The ability to search is an important feature of the application. Consequently, we set
up a dedicated RESTful server component that generates search recommendations.
This component is built using Python due to its machine learning support [RPN20].
Its features allow for quick development, suitable for our goals. The search engine
provides RESTful API endpoints through FastAPI framework, a simple and performant
web framework for Python [Fas].

The search process consists of two distinct stages: retrieval and reranking. During
retrieval, the server interfaces with Weaviate, our vector database, employing the
hybrid search methodology elucidated earlier. Subsequently, publications are subject to
the ranking by a reranking algorithm, which considers semantic relevance, syntactic
similarity, citation count, and temporal recency for default relevancy sorting.

Due to time constraints, the scope of our search engine is limited to searching
publications. The search engine is structured into two stages: retrieval and re-ranker.
During retrieval, the search engine queries relevant publications from Weaviate, our
vector database, through the hybrid search. Then, the publications will be ranked
through a re-ranker algorithm based on semantic meaning, syntactic similarity, number
of citations, and recency.

The embeddings used for publication retrieval are generated using a pre-trained
language model called "Scientific Paper Embeddings using Citation-informed Trans-
formers (SPECTER)." SPECTER takes a publication’s title and abstract as input to
generate a document-level embedding [Coh+20]. It is based on SciBERT [BLC19], a
pre-trained language model for general scientific texts.

For the default sort option based on relevancy, the search engine uses the open-
sourced re-ranker model used by Semantic Scholar [Fel], which also includes a fine-
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tuned language model. Otherwise, the retrieved publications will be sorted based on
the metadata.

It is essential to acknowledge possible performance challenges with this approach.
The redundancy of retrieving and reranking publications for identical queries exists
but with a different offset or sort option. This redundancy worsens the application
performance and negatively impacts the overall user experience. To mitigate this, we
implement caches required to speed up the search process.

Additionally, a balance must be struck between the amount of retrieved publications
and an accurate search result. An excessive number of retrieved publications might
slow down the whole speed process, while an insufficient number could result in the
required publication not being retrieved at all.

We will discuss the result of the development of the search engine in the subsequent
chapter of this thesis.

4.4.4 Development Setup

Leibniz-Rechenzentrum (Leibniz Supercomputing Center) of the Bavarian Academy of
Sciences and Humanities hosts our application on two servers.

One of the servers was previously established for the ongoing research project
"Natural Language Processing Knowledge Graph", running the neo4j database instance.
At the same time, the other contains the rest of the application components, namely
the frontend, search engine, and the Weaviate database. The latter runs the application
through Docker for easy maintenance, security, and fast deployment [BBA17].
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This chapter presents the results obtained from the study conducted, which emphasized
a user-centric approach to the design of an exploratory search system tailored for
scholarly entities within the realm of Natural Language Processing.

The previous chapter explained in detail the methodology of this study. A major part
of our methodology is the adoption of the iterative development model based on the
user. So, the research began with initial user study and prototyping, followed by the
iterative phases of development and user evaluation. In the following, the results of
our study will be laid out in detail and arranged in chronological order.

5.1 Initial user interviews

Subsection 4.1.1 examined the methodology employed during the initial user interviews.
These interviews serve as the foundation of our research, upon which the subsequent
design and development phases are constructed.

The initial user interviews yielded several significant findings. These findings
encompassed the following dimensions:

5.1.1 Existing Approaches

7

This section delved into the existing approaches identified from the interviewees
workflow. The exploratory search for scholarly entities in the field of Natural Language
Processing can primarily be categorized into exploration and search methods.

Exploration Methods

The exploration of relevant publications within NLP research typically involves three
distinct methods:

* Subscription to Scientific Journals and Venues: Many NLP researchers subscribe
to specific scientific journals and academic venues or follow notable researchers
in the field through social media platforms like Twitter. However, these sources
often introduce noise and irrelevant publications into the researcher’s feed.
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¢ Keyword-Based Searches: Experienced researchers frequently employ specific
keyword searches using tools like Google Scholar and Semantic Scholar. These
keywords are typically related to their research interests and may include the
name of an NLP task, techniques, or the broader research area.

¢ Navigating Scholarly Entity Connections: Some researchers opt for exploration
by navigating through scholarly entity connections, which can involve traversing
citation graphs or exploring a researcher’s publications.

Search Methods

The search process in literature research largely relies on search engines, some of which
are listed in Chapter 3. Two tools commonly used in this context are:

* Google Scholar: This widely-used platform supports an extensive collection of
academic papers. A factor of its popularity can be attributed to its association
with Google, the world’s most utilized search engine. However, Google Scholar
predominantly relies on syntactic search, potentially missing the nuanced aspects
of a query. Its extended search features are primarily rule-based syntactic search
and date filters.

¢ Semantic Scholar: Leveraging NLP techniques, Semantic Scholar streamlines
literature research and highlights connections within a research field using graph
structures. The platform hosts the entities and relationships of researchers and
publications. It serves as a benchmark in this research, given its advanced features.
Semantic Scholar also used a two-stage search engine, with a keyword-based
search for retrieval and S2Ranker for reranking. Although the search result has
been satisfactory, its search engine is slower than Google Scholar’s by far.

Research implications

Our proposed solution seeks to enhance the exploratory search experience in NLP by
focusing on search and navigation through additional scholarly entity connections, e.g.,
tield of study. The existing methods often require some level of prior knowledge about
a specific research field, potentially restricting entry for unfamiliar users. Moreover,
Google Scholar and Semantic Scholar lack additional but relevant entities to enable
seamless navigation, offering room for improvements.
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5.1.2 Requirements

An analysis ensued from both explicit and implicit user feedback. This analysis,
combined with a comparative evaluation of comparative evaluation of existing NLP
research approaches, yielded the following functional and non-functional requirements.

Functional Requirements

FR1: Navigational Entities. The system must facilitate the exploration of scholarly
entities, including publications, fields of study, and researchers within the NLP
domain. Dedicated pages for each entity type should display their connections,
allowing users to navigate seamlessly between related entities through hyperlinks.

FR2: Semantic Search for Publications. The application must support a semantic
search for publications. The results must allow for searching relevant publications
with different phrasings of two words with similar meanings.

FR3: Sort and Filter options. The search functionality should offer sorting options
based on the number of citations, recency, and a custom re-ranker optimizing
for the publication’s semantic and syntactic relevance as well as both recency
and citations. Users should be able to filter search results based on selected
fields of study for publications and sort researchers by metrics such as citations,
publications, and h-index.

FR4: Fields of Study Hierarchy. The system should allow users to navigate
through a hierarchical structure of fields of study. The taxonomy of fields of study
must be readily accessible, and the hierarchy should be visible on both publication
and field of study pages, complete with navigable links and connections.

FR5: Information Completeness. The system must ensure that users can access
and view all relevant information on each application page. Data, including
metrics such as h-index, citations, and publications, should be consistent with the
latest database updates.

Non Functional Requirements (NFR)

NFR1: Minimalist user interface. The user interface must be designed clearly
and concisely such that the information is displayed without unnecessary clutter
and distraction.

NFR2: Optimal Response Time. The system must prioritize optimal response
times, minimizing delays during user interactions. Swift response times should
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be maintained for navigation, data retrieval, and search operations. In cases
where slower responses are unavoidable, immediate feedback mechanisms, such
as placeholders with shimmer effects, should be implemented.

* NFR3: Accurate and Consistent Search Results. The system must consistently
deliver accurate search results. Accuracy is determined by the relevance of
scholarly entities in terms of recency, popularity, and their proximity to the search
query. Consistency ensures that search results remain stable and dependable,
yielding identical outcomes for the same query.

¢ NFR4: Reliable Control and Navigation Behaviour. The control and navigation
behavior of the system must be reliable and predictable, offering an intuitive and
user-friendly user interface. User controls, such as buttons and navigational links,
should be clearly identifiable, enhancing the overall user experience.

5.2 Early Design Prototypes

This section delved into the initial prototypes of our exploratory search system for
scholarly entities in NLP. In the previous section, we identified the key requirements,
both functional and non-functional, for the development of the proposed solution. These
requirements provide the foundations for the proposed solution, encompassing both
the user interface and the technical aspect of the system. The primary objective of these
early prototypes was to visualize the search user interface. Specifically, three unique
views were designed. We attached screenshots of these views in the appendix. Figure
1 shows the main search interface with publications, fields of study, and researchers.
Figure 2 shows the main search interface with an expanded field of study section.
Lastly, Figure 3 shows a dedicated page for researchers.

It is important to note that user input was not incorporated after prototyping due to
time constraints. Nevertheless, we should evaluate the design prototypes in alignment
with the defined functional and non-functional requirements.

The initial prototypes effectively addressed FR1, FR3, and NFR1. Upon entering
a search query and executing the search, the system displayed relevant publications,
researchers, and fields of study. This display facilitates navigation between these
entities through the underlying graph database relationships (FR1). The prototypes also
presented a unified control button for sorting and filtering options to align with FR3
from the design aspect. Notably, the design of these prototypes adhered to a minimalist
aesthetic, avoiding unnecessary colors and distractions, thereby aligning with NFR1.

It should be noted that fulfillment of FR3, FR4, and FR5 was not possible at this point
in time. The changing dataset, ambiguity in certain requirements, and uncertainties
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regarding technical feasibility were impeding factors in the direct handling of these
requirements. The other functional and non-functional requirements, such as FR2,
NFR2, NFR3, and NFR4, will be addressed in subsequent stages of development.

The design of the prototypes in this study drew inspiration from existing search
engines, such as the layout of featured snippets employed by Google Search [Loc]
and the publication list format, reminiscent of Semantic Search’s design. This design
decision was intended to provide a sense of familiarity and ease of use for new users.
The simple design ultimately aimed to lower the learning curve associated with our
application.

The design prototypes are not intended to represent the final user interface. Rather,
we still integrated wireframe-like components in the prototypes, such as buttons and
information displays. These components can facilitate design flexibility. This approach
allows us to avoid commitment to a single and final design direction and to adapt the
design later according to our styling technology capabilities.

5.3 First Iteration

This iteration started the technical implementation of the web application. During
this iteration, we focused on the user interface, postponing the search engine im-
plementation for the subsequent iteration. The transition between this phase and the
subsequent iteration is marked by the user evaluation round. The first iteration spanned
approximately one and a half months,

5.3.1 Development
The initial iteration encompassed the following notable development milestones:

¢ Docker Implementation: The application was instantiated through Docker, en-
hancing portability, consistency, and scalability. This architectural choice ensured
that the application could be seamlessly executed on any computer without
necessitating configuration alterations.

¢ Syntactic search: As previously mentioned, the semantic search engine will be
implemented in the subsequent iteration. In its place, a syntactic search feature
was implemented using Neo4j with simple string matching to filter entities whose
names contain the query string precisely. This functionality enabled searches for
scholarly Publications, Researchers, and Fields of Study.

¢ Implemented the search page: Users can now access the search page, enter
their search query, and receive results as outlined in the previous point. This
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implementation featured dynamic updates without necessitating page reloads for
a more seamless user experience.

Sort and filter options: We implemented a filter for publications and sort for both
publications and researchers were implemented to complement the search feature.
Users could sort Publications based on their number of citations or recency, while
Researchers could be sorted based on their number of publications, citations, or
h-index. Additionally, users can filter publications by one or more fields of study.
The system only displays publications associated with all selected fields of study.

Implemented the publication page: A publication page was created to show
more details, notably the related fields of study, researchers, citing papers, and
referenced publications, as outlined by the underlying graph dataset.

Implemented the researcher page: A researcher page was created to show more
details, notably their publications and other researchers that coauthored at least
one publication, as outlined by the underlying graph dataset.

Implemented the field of study page: A field of study page was created to show
more details, notably related publications, associated sub-fields, and parent fields
of study, as outlined by the underlying graph dataset.

Static site generation at build-time: During the production build process, static
versions of pages for Publications, Researchers, and Fields of Study were gener-
ated.

Implemented fields of study hierarchy visualization: A visualization of the field
of study hierarchy was implemented to show the connections between fields of
study. This component was visible in the field of study view and publication
view.

5.3.2 User Evaluation

After the implementation in the first iteration, user evaluation was conducted to assess
essential features such as navigational pages and keyword-matching search. This
evaluation round brought critical insights to light from the perspectives of usability,
design, and requirements completion.

¢ Unclear User Interface: Some issues have been brought up regarding the display
of information and clarity of controls. There were instances where the purpose
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Figure 5.1: The implemented parts of our intended software architecture

of certain numerical values, text, and graphical elements was not easily com-
prehensible to users. Additionally, the functionality of a few interface elements,
including buttons, hyperlinks, and sort/filter options, was not intuitive for some
users. These issues require the integration of tooltips for select elements and a
select Ul redesign to improve the user experience.

Slow Responsiveness: Users reported suboptimal responsiveness during search
and navigation, attributed primarily to suboptimal data retrieval and graph data
storage. To address this issue, plans were outlined to optimize graph connections
and data retrieval, sometimes extracting the data into properties of an entity type.
For other processes with unavoidable time delay, UI component placeholders
and shimmer effects will be implemented for immediate feedback, for example,
during the search.

Incomplete and Inaccurate Search: A user reported the current limitations with
search functionality reduced usability. Pagination was not yet supported, which
is a crucial component for a complete search feature. The search results were also
inaccurate and unsatisfactory due to the overly simplistic search feature, failing
to capture users’ nuanced queries.

In spite of these limitations, the application was well-received. The minimalist user
interface was commended for delivering an overall user experience on par with existing
exploratory tools. Most controls, including buttons and links, were found to offer clear
signifiers for their functions. Moreover, the relations between publications, researchers,
and fields of study were deemed useful for exploratory search. The application offered
a promising exploratory search solution, though incomplete and required further
development to achieve production readiness.

27



5 Results

5.4 Second Iteration

Following the first iteration, our subsequent iteration, spanning approximately six
weeks, was defined by the focus on addressing critical issues concerning usability,
performance enhancement, and the integration of semantic search capabilities. During
the second iteration, the dataset was expanded with another scholarly entity, "Venue."
Another objective in this iteration was the addition of a dedicated page for the venue
entity, enabling more options for exploration.

5.4.1 Development

An emphasis on semantic search integration marked this phase of the project. We
undertook several significant efforts, notably:

* Migration to Leibniz Supercomputing Center: To accommodate the computa-
tional demands of the required language models, our application moved from
a local environment to a virtual machine at the Leibniz supercomputing center
equipped with 100GB disk space, 20 vCPUs, and 90GB RAM. This transition
occurred smoothly due to our previous Dockerization of the application.

¢ Weaviate Integration: The Weaviate vector database was introduced to support
hybrid search functionality. Weaviate was orchestrated as a Docker container,
with data and embeddings sourced from the Neo4j database through a Python
server.

¢ Python-based Search Engine: A Python service was set up to provide REST API
endpoints. FastAPI was selected as our framework, motivated by its performance.
It begins with support for transferring publications from Neo4j to Weaviate. To
tackle problems related to performance and responsiveness, we implemented
a background task to synchronize the data, ensuring that only a manageable
amount of batches of publications were queried from Neo4j and sent to Weavi-
ate. Furthermore, we developed a query mechanism to access publications from
Weaviate through its hybrid search API. We experimented with several config-
urations, ultimately settling on a retrieval limit of one thousand publications
with an emphasis on BM25 (syntactic search) over HNSW (semantic search) to
support the conventional emphasis on keyword utilization in exploratory search.
Additionally, we optimized the reranking process by caching and limiting the
number of publications to enhance speed, potentially sacrificing accuracy in the
trade-off.

Pagination Implementation: A limited pagination feature was implemented to
support exploring more search results. Due to time constraints, the pagination was
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limited to publication searches, as this pagination served as the most important
search feature. Although incomplete, our implementation proved that the features
can be expanded further.

¢ Graph Connection Preprocessing Calculating some information about an entity
based on its graph connections at run-time costs a big computational power.
So, upon adding new data, we extracted information such as the h-index for
researchers.

¢ Implemented venue page: A venue page was created to show more details,
notably the associated publications, as outlined by the underlying graph dataset.

¢ Replaced fields of study hierarchy visualization:

Due to the previous usability shortcomings, we replaced the implementation of
our hierarchy visualization with a new implementation with a scrollable and
dragable interface. Furthermore, a page is implemented that shows the entire
hierarchy and enables exploration of all fields of study.

¢ Tooltip Integration: More tooltips were implemented to improve usability and
clarify the significance and purpose of UI elements.

¢ UI Component Skeletons and Shimmer Effect: Skeleton of UI components and
shimmer effect were implemented to provide immediate feedback upon searching.
These visual cues helped maintain system responsiveness before search data was
actually retrieved.

At this point, we have successfully incorporated all essential features of an exploratory
search. The architecture of our application, as outlined in figure 4.2 was implemented.
While there is further room for improvement, this second iteration has achieved its
objectives.

5.4.2 User Evaluation

Upon completion of the implementation phase, a holistic final user evaluation was
conducted to assess the usability and overall performance of the exploratory search
system. Due to the essential features having been implemented, the feedback collection
was more expansive and could touch on all aspects of the web application, contrary to
the limited features at the time of the first user evaluation.

During the interviews, we investigated how users perceived our proposed solutions
compared to the existing solutions. The responses were characterized by expressions
of interest, with statements similar to "I will try it on my own" and "I might use it
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on occasion.” Nevertheless, a clear endorsement was non-existent, primarily due to
the dominance of existing tools on the internet. Furthermore, there exist inherent
limitations associated with new users unfamiliar with the system, making it difficult to
collect user feedback that resulted from long-time consideration.

Nevertheless, several noteworthy observations emerged from the user feedback. Users
expressed satisfaction with the system’s navigation and its performance. Moreover, the
system facilitated fields of study hierarchy traversal, even in the absence of well-defined
search goals.

However, the users weren't satisfied with the system’s sub-optimal performance in
recommending relevant search results. Despite the newly integrated search engine for
publications, users” nuanced queries often remained ineffectively captured. Addition-
ally, the search for researchers and fields of study remained limited to keyword-based
queries, forcing users to know precise keywords. Furthermore, issues in the database
were identified, with some researcher entities exhibiting duplication or incomplete
names. This issue further worsened the user experience of the search feature.

There are some additional insights, such as:

¢ Desire for Information Completion: Some users expressed interest in the ex-
planation and information of various controls and data elements within the
application. Clarity and comprehensiveness are relevant for researchers with
an interest in how the re-ranker operates, the specific functionalities of different
components, and the precise scope of our dataset.

¢ Database limitations: An interviewee reported that the existing database is too
restrictive for his use case. Although the thesis enabled an exploratory search for
scholarly domains in NLDP, researchers often require interdisciplinary research,
as exemplified by this interviewee’s work in the domain of social computing.
Although the expansion of the database is out of this thesis’s scope, it is important
to note that the lack of coverage requires another search engine in addition to our
solution in their workflow.

¢ Enhanced Feature Set: Interviewees exhibited enthusiasm for the application but
emphasized that for it to supersede existing solutions, it must offer a substantial
improvement in terms of functionality and quality-of-life features. This includes
the integration of features already present in alternative solutions and other
quality-of-life features.

¢ Identification of New Bugs: Users identified several bugs, such as occasional
failure to load citing papers. These issues detract from the overall user experi-
ence and should be addressed in future iterations to enhance the application’s
reliability.
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Our graph connections demonstrated an improvement over existing methods. On
the other hand, the search feature has failed to deliver a robust solution for finding
scholarly entities. This deficiency and other previously mentioned points necessitate
further development efforts to enhance usability.

At this point, the user interfaces were fully implemented, as exemplified by Figure
4, Figure 5, Figure 6, Figure 7, Figure 8, Figure 9, Figure 10, and Figure 11 in the
appendix.
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In this chapter, we will present an in-depth analysis of iterative development and its
accompanying user evaluation. The discussion will center around their alignment with
the research problem and objectives, highlighting accomplishments, shortcomings, and
potential future works for scholarly development.

The primary objective of this thesis was to address the challenges encountered in the
realm of exploratory search for scholarly entities within the field of Natural Language
Processing. To guide our research, we formulated research questions accordingly. The
approach involved an initial investigation into existing solutions, the identification of
pain points experienced by users, and the subsequent development of a solution in two
iterative phases. The proposed solution comprises two key components: the frontend
interface and the search engine. Following the completion of these iterations, we
conducted a thorough evaluation of the resulting application, soliciting user feedback.

The methodology of this study adhered to the principles of user-centric design, with
a particular emphasis on usability and user experience. To this end, we undertook an
initial user study, created user personas to represent our target audience, and pursued
iterative development and evaluation. Notably, a quantification effort to asses usability
was introduced through the system usability scale.

Now that the web application has been implemented, we proceed to dissect its merits
and demerits. This examination is structured to first discuss the application in relation
to the artifacts generated during this thesis. Subsequently, we will delve into what
worked well, what did not, and the overarching limitations encountered.

6.1 Requirements Review

We evaluate our application against the objectives defined by both functional and
non-functional requirements.

Functional Requirements:

* FR1 (Navigational Entities): We successfully supported entity navigation by
implementing a unique detailed entity page with links to connect the entities
with one another.
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FR2 (Semantic Search for Publications): A search engine with semantic capabili-
ties was implemented. User satisfaction stands as an indicator of success due to
the lack of metrics and historical data as a benchmark to assess the search engine
in a quantifiable manner. It is noteworthy that users expressed dissatisfaction
with exploratory searches, but known-item searches with exact queries yielded
favorable results.

FR3 (Sort and Filter options): The intended sort and filter options have been
implemented and are accessible to users.

FR4 (Fields of Study Hierarchy): A dedicated page displays the field of study
hierarchy, allowing users to expand and collapse nodes for easy navigation to
relevant field of study pages.

FR5 (Information Completeness): The web application effectively presents rele-
vant information, encompassing most of the entity properties from the dataset.

Non Functional Requirements:

NFR1 (Minimalist user interface): Our application embodies a minimalist user
interface with limited use of colors, great contrasts, and clearly visible compo-
nents.

NFR2 (Optimal Response Time): The search feature of our application performed
at speed faster than Semantic Search and slower than Google Search. Meanwhile,
navigation within our application surpassed Semantic Search and is on par with
Google Search in terms of perceivable speed.

NFR3 (Accurate and Consistent Search Results): The user interface presents
consistent search results. On the other hand, the accuracy falls short of users
expectations.

NFR4 (Reliable Control and Navigation Behaviour): Users report a high degree
of understanding and consistency in the control and navigation behavior of the
system.

6.2 Achievements

In this section, we highlight the accomplishments and contributions achieved in the
implementation of an exploratory search system for scholarly entities in Natural
Language Processing through the application of user-centric design (UCD) principles.
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User-centric design principles have been successfully integrated into the development
process. This approach has been fundamental in aligning our efforts closely with the
users’ needs to emphasize aspects of user experience and usability. For instance, user
feedback prompted us to replace and improve the hierarchical tree structure in our
system. This modification not only addressed user concerns but also facilitated a more
seamless and user-friendly experience. The hierarchical tree structure, in particular,
has notably enhanced the quality of life for NLP researchers, as it permits efficient
exploration without the need for prior knowledge.

Another significant achievement is the enhanced navigation experience powered by
graph connections and static site generation. These two aspects contributed to efficient
information exploration and navigation, respectively. Furthermore, the adoption of a
modern, minimalist user interface has positively impacted the user experience. This
interface design not only aligns with contemporary design standards but also integrates
an array of intuitive controls and navigational links, enhancing the user’s ability to
interact with the system effectively.

Our study contributes to exploratory search in the Natural Language Processing
domain by its examination of graph connection navigation and a brief exploration of
alternative search engines on user experience. Additionally, we have shown that the
graph connection navigation can support exploratory search without the need for prior
knowledge. However, more research needs to be conducted to provide a better search
engine solution.

6.3 Challenges and limitations

This thesis has encountered a series of challenges and limitations during its course of
investigation. First among these limitations was the constraint imposed by the time
scope of four months for this study. With only two iterations, the feature development
and integration were inherently restricted, resulting in a non-production-ready solution.
In the context of an iterative user-centric design, continuous development over multiple
iterations is integral for continuous system enhancement. Moreover, user-centric design
practices commonly necessitate the involvement of an interdisciplinary team to foster
diverse perspectives, which this thesis failed to achieve.

In the conduct of this study, certain inherent limitations deserve attention. Firstly,
it is plausible that participant selection introduced a potential bias. Participants were
volunteers who might have already expressed an interest in an alternative solution.
This personal interest, in turn, might have influenced their feedback on usability. Addi-
tionally, the participants had never used the application before, potentially emphasizing
their initial impression of the platform rather than a comprehensive evaluation of its
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functionalities. This limitation may account for the consistency in reported System
Usability Scale scores across both development iterations.

Our evaluation of the search engine is limited to user satisfaction and impression
and not exact accuracy due to the absence of historical search data, a feature available
to existing tools such as Semantic Scholar [Fel].

6.4 Future Work

This study has established the viability of a user-centric design framework for the
development of an exploratory search system for scholarly entities in Natural Language
Processing. Partly due to the user involvement, we discovered several possible aspects
for further enhancement.

A vital element of the exploratory search system is its search engine. Presently,
our search engine integrated Weaviate’s hybrid search and a re-ranker created by
Semantic Scholar. However, the search engine has proved to be short of satisfactory for
exploratory search. This deficiency necessitates continuous research and development
to improve both precision and performance within the NLP domain.

The graph database is another vital element alongside the search engine. This is pre-
cisely why the entities and graph connections should be given attention. The database
currently hosts minor inaccuracies, such as duplicated researchers and erroneous re-
searcher entities. Additionally, an extension of the database can improve and streamline
exploratory search workflow further, such as with the inclusion of research institutions
and external links associated with an entity.

Several improvements can be made to the current search engine:

¢ Tailored language model: The initial language model, "SPECTER," was trained on
a broad scientific corpus, potentially impeding its ability to retrieve NLP-specific
papers. Therefore, research is needed to develop a language model capable of
embedding title, abstract, year, authors, and venue information to optimize search
results.

* Re-ranking Algorithm: The current state of the re-ranking algorithm requires
further study. While Semantic Scholar’s approach is robust in terms of accuracy,
it suffers from speed limitations due to the sheer volume of papers it retrieves.
Investigating alternative strategies to adapt the re-ranker’s language model to
NLP publications and related entities can push the state-of-the-art approaches.
Additionally, consideration should be given to the feasibility of eliminating
the second language model and using exclusively the embeddings created for
retrieval.
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¢ Expanding Search Scope: The search engine should broaden the scope of the
search to encompass researchers, fields of study, and venues. This expansion
necessitates the development of distinct embeddings to support nuanced semantic
capabilities. Further, the incorporation of pagination, sorting, and filtering features
should extend to all entities to equip users with more robust exploration features.

¢ Enabling Continuous User Feedback and Data Tracking: To enable continuous
development, the usage of the application should be tracked over an extended
period. Additionally, implementing mechanisms for users to provide feedback is
essential to ensure that their evolving needs and expectations are met.

Additionally, continuous improvements in usability should be pursued through
information clarity and completeness, implementation of more robust features, and
support for additional screen sizes. This thesis presents many possibilities for future
work, a characteristic of continuous development of an iterative user-centric design,
proving its effectiveness.

36



7 Conclusion

In this bachelor’s thesis, we have undertaken the task of designing, implementing, and
evaluating an exploratory search system for scholarly entities in Natural Language
Processing following the user-centric design framework. Our primary focus has been
to enhance the overall usability of exploratory search systems within the NLP domain
with the integration of graph entities and connections.

The study started with an examination of existing approaches through both inde-
pendent research and an initial user study. This comprehensive analysis provided a
valuable foundation, including identification of the users’ pain points with the current
solutions. The initial user study also generated notable artifacts, such as user persona
and user requirements. Building upon these insights, we started the design and devel-
opment process in the hope of addressing these identified user challenges. Then, the
proposed solution was implemented in two iterations, each consisting of a development
and an evaluation phase.

This research holds significance in the cross-section of user-centric design for the
development of an exploratory search system that tackles Natural Language Processing
research problems. It enriches the scholarly domain with its contribution to an area
with a low number of scholarly publications. More notably, it opens a way forward for
further development of such scholarly entities in Natural Language Processing.

Our findings demonstrated that graph connections with support of additional entities
such as fields of study effectively facilitated navigation, even for those lacking prior
extensive knowledge. However, the user interviews indicated the necessity for further
research to optimize result accuracy.

Improvements upon existing exploratory search solutions, as exemplified by our
proposed solution, stand to substantially benefit researchers and the broader schol-
arly community. By reducing barriers to scientific exploratory search and enhancing
workflow efficiencies, these tools represent valuable contributions. Nevertheless, we
acknowledge that further improvements and robust features are imperative to convinc-
ingly position this system as the primary tool of choice for our target audience. This
work aspires to serve as a solid foundation for subsequent research and development
endeavors aimed at similar systems.
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System Usability Scale

Scale

1. Strongly Disagree

2. Moderately Disagree

3. Neither Agree nor Disagree
4. Moderately Agree

5. Strongly Agree

The results ranges from A+ to F.
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System Usability Scale

First Iteration Results

Interviewee

# | Statements 1 2 3

I think that I would like to use this
1 3 4 5
system frequently.

I found the system unnecessarily
complex.

I thought the system was easy to
use.

I think that I would need the sup-
4 | port of a technical person to be able 1 1 1
to use this system.

I found the various functions in this
system were well integrated.

I thought there was too much incon-

6 sistency in this system. 3 3 2
I would imagine that most people

7 | would learn to use this system very | 2 5 4
quickly.

8 I found the system very cumber- 4 1 4
some to use.

9 I felt very confident using the sys- 5 4 »

tem.

I needed to learn a lot of things be-
10 | fore I could get going with this sys- 3 1 3
tem.

Results 62.5 | 90 | 825

Table 1: The system usability scale results from the first user evaluation.

The results are D(OK), A+(Best), and A(Excellent) respectively.
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System Usability Scale

Second Iteration Results

Interviewee

# | Statements 4 5 6 7 8

1 I think that I would like to use this 3 4 4 5 4
system frequently.

I found the system unnecessarily
complex.

I thought the system was easy to
use.

I think that I would need the sup-
4 | port of a technical person to be able | 3 1 1 1 1
to use this system.

I found the various functions in this
system were well integrated.

I thought there was too much incon-

6 . . 1 1 2 1 1
sistency in this system.
I would imagine that most people

7 | would learn to use this system very | 4 5 4 4 5
quickly.

8 I found the system very cumber- 1 1 2 2 1
some to use.

9 I felt very confident using the sys- 3 4 5 4 5

tem.

I'needed to learn a lot of things be-
10 | fore I could get going with this sys- | 2 1 1 1 1
tem.

Results 75 1925 | 80 | 875 | 925

Table 2: The system usability scale results from the second user evaluation.

The results are B(Good), A+(Best), A- ,A+ (Best) and A+ (Best) respectively.
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